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Abstract

We present a system for photo-realistic facial model-
ing and animation, which includes several tools that fa-
cilitate necessary tasks such as mesh processing, texture
registration, and assembling of facial components. The
resulting head model reflects the anatomical structure of
the human head including skull, skin, and muscles. Semi-
automatic generation of high-quality models from scan data
for physics-based animation becomes possible with little ef-
fort.

A state-of-the-art speech synchronization technique is in-
tegrated into our system, resulting in realistic speech an-
imations that can be rendered at real-time frame rates on
current PC hardware.

Keywords: facial animation, muscle modeling, physics-
based simulation, speech synchronization, asynchronous
rendering, data acquisition

1. Introduction

Modeling and animation of human faces is one of the
most difficult tasks in computer graphics today, even more
so when life is to be breathed into digitized versions of
real, well-known individuals. With the advent of virtual so-
cial spaces, where people communicate face-to-face, the de-
mand for believable virtual characters increases. Accurate
reconstruction of individual faces also has major applica-
tions in medicine, e.g. cosmetic surgery, and entertainment,
e.g. virtual actors.

Why is this goal so elusive? Part of the answer lies in
the sensitivity of the human visual system to the nuances of
facial expression that it can perceive. Another part is the
sheer size of the task of reproducing the complexity of the
face in the computer. An individual’s face needs to be accu-
rately captured in geometry and texture. To animate the face
on a low level, appropriate animation parameters have to be
chosen and the resulting face deformations must be com-
puted. On a higher level, these animation parameters are

used to produce expressions and speech. Finally, the ani-
mated face needs to be rendered. Apart from the conceptual
complexity of each of these tasks, further constraints arise
when real-time animation is required, as it is the case for
dynamic virtual environments.

In this paper, we present an overview of our facial ani-
mation system, discussing each step from data acquisition
to real-time rendering. We aim at the construction of re-
alistic animatable head models from real human individu-
als. Geometry and images are acquired in high resolution
and converted to textured polygonal geometry, simplified
according to the requirements of the targeted hardware. On
the lowest level, we use a physics-based approach with mus-
cle contraction values as animation parameters. The con-
struction of the virtual head model is based on the human
anatomy, and we have developed tools to automate the task
of adapting and linking this model to the actual face ge-
ometry. Multi-threaded execution of simulation and render-
ing results in real-time frame rates on current PC hardware.
A schematic overview of the animation components of our
system is depicted in Figure 1. As an application demon-
strating higher level animation, we drive the system using a
state-of-the-art speech synchronization method.

2. Previous and Related Work

Animating models of the human face has remained an
attractive and challenging area of research over the last
25 years [24, 28, 25]. A multitude of techniques and ap-
proaches are documented in the literature, which can be
broadly classified into the following categories: parametric
models, physics-based models, image-based methods, and
performance-based animation.

Parametric models have been invented very early, to
avoid the complexity of specifying complete key frames for
each facial posture. Deformation of the skin is achieved
by direct manipulation of the geometry [24, 25]. The pa-
rameterizations are often inspired by anatomical knowl-
edge: vectors and radial functions have been used by WA-
TERS[33] to approximate deformations caused by the facial



Figure 1. Overview of the simulation and rendering components of our system. Inter-thread commu-
nication between the simulation and the rendering thread is established via the key frame ring buffer,
cf. Section 5.3.

musculature. Free-form deformations have been employed
by CHADWICK et al. [4] to shape the skin in a multi-layer
model, which contains bones, muscles, fat tissue, and skin.
NAHAS et al. [23] use a B-spline surface model to generate
synthetic visual speech. A standardized set of facial anima-
tion parameters has recently been established in the form of
the MPEG-4 standard [14], which has been used by GOTO

et al. [10] to control their facial animation system.

Building on the idea of virtual muscles, physics-based
approaches attempt to simulate the influence of muscle con-
traction onto the skin surface by approximating the biome-
chanical properties of skin. Typically, mass-spring or fi-
nite element networks are used [28, 19, 18]. In the con-
text of speech animation, WATERS and FRISBIE [34] pro-
posed a two-dimensional mass-spring model of the mouth
with the muscles represented as bands. TERZOPOULOSand
WATERS [31] automatically construct a three-dimensional
model of the human face from an initial triangle mesh.
Their model consists of three layers representing the mus-
cle layer, dermis and epidermis. The elastic properties of
skin are simulated using a mass-spring system. Employing
additional volume preservation and skull penetration con-
straints, this approach produces realistic effects including
wrinkling at interactive frame rates. This model was later
simplified by LEE et al. [20] to two layers (dermal-fatty
and muscles), which connect to the bone structure under-
neath. Construction of the head model from acquired sur-
face data is largely automated. WU et al. focus on gener-
ation of expressive wrinkles and skin aging effects. Their
face model incorporates viscoelastic properties of skin, and

muscles are represented by surfaces of revolution [38] or
B-spline patches [37]. Accurate simulation of skeletal mus-
cles (not regarding the overlying skin tissue) has been devel-
oped by CHEN and ZELTZER [5] based on a finite element
model. Recently, SCHEEPERSet al. [30] and WILHELMS

and VAN GELDER [35] introduced anatomy-based muscle
models for animating humans and animals, also focusing on
the skeletal musculature. Skin tissue is represented only by
an implicit surface with zero thickness [35].

The computational complexity and the necessary
anatomical knowledge for accurate physics-based simula-
tion of facial expressions have recently led to the rise of
image-based techniques [27, 3]. These approaches result
in photo-realistic images by matching a three-dimensional
model to one or more photographs of an individual. Anima-
tion is still limited, though, since each expression has to be
captured in advance and blending expressions is achieved
by linear blends, neglecting the dynamics of facial gestures.
Capturing these dynamics is the essence of performance-
based methods [36, 11], where real faces are tracked to re-
produce the motion on the virtual model.

Several facial animation systems that include speech
synchronization have been proposed. LEWIS and PARKE

presented automatic speech synchronization for recorded
speech [21]. They use linear prediction to analyze the
speech signal and generate a phoneme sequence from a set
of twelve reference phonemes. Each phoneme is associated
with parameters for lip shape and jaw rotation, which are
used to render key frames of a parametric face model. An
automatic approach to synthesize speech by rules and drive
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Figure 2. Tools of our facial modeling and animation system. a) Two views of our mesh decimation
and alignment tool. b) GUI of our texture registration tool. c) GUI of our muscle editor.

a parametric face model has been proposed by PEARCE,
HILL et al. [26, 12]. Parameter values for the animation
were taken from measuring and comparing front view pho-
tographs. This approach has been adopted by COHEN and
MASSARO [6]. They enhanced the model by modeling
coarticulation and using a synthetic tongue. KALRA et al.
describe a multi-layered approach to specify facial anima-
tion [16]. In their model, words are mapped to phonemes
using an interactively built dictionary. Phonemes and ex-
pressions are in turn translated into abstract muscle action
procedures that drive facial animation. A video showing a
real person talking was used by WATERS to generate con-
trol parameters for his two-dimensional mouth model [34].
He uses an optimization algorithm to determine muscle pa-
rameters that minimize the total distance between seven ref-
erence points on the digitized frames of the video and the
corresponding points on the model. IP and CHAN use an
English-text-to-phoneme parser to generate a sequence of
phonemes [13]. Using an interactively built database, each
phoneme is translated into a set of control point displace-
ments, which are applied to a face model represented by a
NURBS surface.

3. Data Acquisition

In our approach, facial data is captured from real hu-
mans. Head geometry and texture information are ac-
quired in separate procedures. Geometry acquisition results
in a high resolution triangle mesh, against which textures
are registered. For real-time applications, the geometry is
scaled down using mesh simplification to any desired level,
and the final textured model is obtained by automatically
re-registering the textures to the geometry. In this way, we
can quickly create a number of models with different reso-
lutions in terms of the polygon count.

3.1. Geometry

Data is acquired using a range scanning system based
on the triangulation principle. The scanner delivers uncali-
brated range images. The data is processed over a couple of
steps to obtain the final head geometry:

1. Range images are registered, resulting in a point cloud.

2. An initial triangle mesh is generated by surface extrac-
tion.

3. General post-processing is usually necessary to fix
holes due to missing data and to remove noise.

4. The geometry needs to be prepared for facial anima-
tion: the range scans are taken from a model with a
neutral expression and a closed mouth. Thus we have
to cut the mesh open between the lips. In addition, the
part of the mesh representing the eyeballs is flattened
to allow for proper insertion of our synthetic eye mod-
els, cf. Section 4.1.

5. Mesh decimation is applied to the once-prepared high
resolution mesh as needed, to produce approximations
that are both suitable for simulation and real-time ren-
dering purposes. We have obtained good results with
about 3k–4k triangles for a complete head model.

Methods for processing polygonal geometry in this man-
ner are well described in the literature [17]. We give some
details here about the mesh decimation algorithm, which
has to preserve a number of properties on the mesh, in par-
ticular:

Approximation error: the resulting face mesh has to ap-
proximate the original geometry closely, not only to



serve resemblance to the original, but also to be able
to re-apply the registration parameters for the textures.
We found a tolerance of 1–2 mm distance error (from
the point of the original mesh to the surface of the new
mesh) to be practical. This is actually within the range
of error present in the data obtained from the range
scanner.

Triangle quality: the numerical stability of the animation
system is improved by generating triangles with simi-
lar edge length. Also, the triangles should not be too
long, regardless of approximation quality, so that local
vertex movements during animation do not influence
far away regions of the mesh.

Feature preservation: critical regions in the human face
are the eyes and the mouth. Here, a higher resolution
of the mesh is necessary to preserve good quality under
deformation. We have found that limiting changes in
mesh curvature (based on measuring face normals) are
appropriate to keep these parts of the face sufficiently
detailed.

Figure 2 a) shows two snapshots of our mesh decimation
tool with the initial geometry and a low-resolution approxi-
mation of the head model.

3.2. Textures

To generate a texture for a head model, we take several
photographs of the person’s head using different, uncali-
brated camera positions. The number of photographs we
use varies from four to eleven, depending on the desired
quality of the combined texture and the time available for
texture registration. In practice, we found four to six pho-
tographs to be sufficient. All photographs are taken with
a high resolution digital camera under diffuse illumination.
During the photo session, the facial expression of the person
should resemble the neutral expression during the scanning
process.

The photographs are registered and combined into a sin-
gle texture suitable for OpenGL rendering similarly to the
approach in [29], which is based on the camera calibra-
tion technique developed by TSAI [32]. In contrast to the
method proposed in [29], we do not rely on the property
that every vertex of a face mesh is bound to an input tex-
ture. Especially in the regions inside and behind the ears,
some vertices typically remain unbound. For each unbound
vertexv in the mesh, we perform a region growing over the
topological neighborhood ofv and interpolate the texture
coordinates of those vertices within that regionRv, which
are bound to the same and most frequently used texture. If
the texture binding withinRv is evenly distributed among
several textures, we examine remainingvalid texture bind-
ings of the vertices inRv (cf. [29, Sect. 3] for a definition of
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Figure 3. Generic models of eyes, teeth, and
tongue (left) are fitted into individual face
meshes (right).

valid) and interpolate the texture coordinates within the pre-
vailing texture. If there is still no preferred texture among
all texture bindings, we randomly choose one of the most
frequently used textures. The interpolated texture coordi-
nates of vertexv need to be verified to lie within[0, 1]2. If
this is not the case, another frequently used texture is chosen
for interpolation. Figure 2 b) shows a snapshot of the GUI
of our texture registration tool, where corresponding points
have been interactively selected on both the 3D geometry
and the 2D input photograph.

4. Construction of the Head Model

4.1. Eyes, Teeth, and Tongue

What do the human eyes, teeth, and tongue have in com-
mon? They are both important for realistic facial anima-
tion, and it is difficult to acquire data from a human being
to precisely model these facial components. Thus we use
generic models of these components, see Figure 3. The de-
sign of our generic models has been chosen such that they
look convincingly realistic when inserted into a face mesh
while still being rendered efficiently using OpenGL hard-
ware. We have acquired a set of textures to choose from,
e.g. blue, green, and brown eyes.

Our generic facial components are animatable in a num-
ber of ways. For the eyes, the viewing direction can be
specified as well as the size of the pupil and the aperture of
the eyelids. The latter is also used to control the brightness
of the eyes. While the position of the upper teeth remains
fixed with respect to the skull position, the lower teeth can



rotate along with the mandible about the axis that connects
the left and right temporomandibular joint. An additional
horizontal translation can be specified for the mandible and
the lower teeth. Our tongue model allows rigid transforma-
tions, which are composed with the transformation of the
mandible. We are currently investigating the applicability
of more powerful shape-deforming transformations for the
tongue. The brightness of both the teeth and the tongue is
scaled by the mouth opening value.

4.2. Muscles

In our physics-based simulation, deformation of the skin
mesh is caused by simulated contraction of facial muscles.
For speech animation, we have built a set consisting of
twelve of the most important muscles in the lower face.
These muscles have been modeled from interactively spec-
ified coarse outlines on one of our head models using our
muscle modeling approach as described in [15]. Details on
the behavior of the muscles during animation are given in
Section 5.1.

4.3. Fitting of Components

The need to match all the parts described above to a spe-
cific head model results in a sizable amount of work. To
ease the construction of the head model, we express all com-
ponents in the coordinate frame of a generic reference skull
(see Figure 4).

Upon creation of a new virtual head model, the reference
skull is matched interactively to the skin mesh using affine
transformations. By applying the skull transformation to
the parts1, we get an initial layout for all components of the
head model. Adaptation of the muscle set to the details of
the face geometry and linking the mesh to the muscles pro-
ceeds fully automatically. Usually only small corrections
are necessary to accommodate for individual features of a
face, which we support in our interactive editing tool.

5. Animation and Rendering

5.1. Muscle Animation

Each muscle is built from individual fibers that are in
turn composed of piecewise linear segments, given as a con-
trol polygon. An ellipsoid is aligned to each of these seg-
ments to provide shape and volume. Given a contraction
parameterc ∈ [0, 1], a new control polygon is computed
from the initial one. Sphincter muscles are supported by
contraction towards a center point. Through recomputa-
tion of the assigned quadrics, where we also incorporate

1only teeth and tongue are deformed, eyes are only uniformly scaled

Figure 4. Reference skull with parts: eyes,
teeth, tongue, muscles.

bulging effects, the muscle is re-shaped to reflect its con-
tracted state [15]. Figure 5 exemplifies contraction of a lin-
ear and a sphincter muscle fiber.

In speech animation, the most important muscle is the
sphincter enclosing the lips, theorbicularis oris. This mus-
cle is usually approximated as a closed ring, though from
an anatomical point of view it consists of at least four in-
terconnected parts. Many of the parallel muscles from the
lower face merge into the orbicularis oris, e.g. the lip raisers
(the zygomaticusand levator labii superiorismuscles). In
articulated speech, the shape of the mouth is mostly deter-
mined by the shape of the surrounding muscles. A number
of observations can be made about their deformation:

Elastic behavior: real muscles straighten under tension,
i.e. a parallel muscle that has a curved shape in relaxed
state resembles a rather straight line under contraction
(resulting from the forces applied to both ends of the
muscle). Also, interconnected muscles apply forces to
each other, which leads to additional deformations: for
instance, when the lip raisers contract to form a smile,
the upper and lower lip muscle is stretched as well, and
the lower lip follows the upward movement.

Bulging: contracted muscles become thicker; this is very
visible in the orbicularis oris.
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Figure 5. Contraction (c = 1
2
) of a linear (top)

and a sphincter (bottom) muscle fiber. The
control points {pi} and {qi} represent the re-
laxed and contracted muscle, respectively.

Non-homogeneous contraction:muscles are composed
of many fibers, which usually contract by an equal or
similar amount. But especially during speech, the or-
bicularis oris is capable of much more articulated mo-
tion resulting from different contraction of the fibers
in the various segments. Lips can be protruded or re-
tracted, and upper and lower lip are able to move in-
dependently. For instance, during the articulation of
an /f/, the upper lip is protruded much more than the
lower lip.

These observations suggest a much more complex mus-
cle model based on physical properties such as elasticity.
However, in the context of real-time animation, the compu-
tational overhead is prohibitive. To produce realistic speech
animation, we have improved our earlier muscle model [15]
in a number of ways to increase the range of expression es-
pecially around the mouth. Few additional computations are
necessary, so the model is still very efficient. These modifi-
cations are:

Straightening: the control polygon of a linear muscle fiber
converges to a straight line under tension. This is
achieved by simple linear interpolation based on the
original and current distances of the muscle end points:
when the Euclidean distance between the endpoints ex-
ceeds the length of the control polygon segments in
relaxed state, the muscle is completely stretched out
along the line connecting the endpoints.

Central axis for sphincters: for reproducing protrusion
and retraction of the orbicularis oris, a static central

Figure 6. Two-part orbicularis oris model.
Top: relaxed state with closed mouth, front
view. Bottom left: protruded lips, slightly
opened mouth, side view. Bottom right: up-
per lip retracted, lower lip moved upward and
inward.

point of contraction is not sufficient. Thus, we spec-
ify a centralaxis instead, and muscle deformation is
now controlled by two parameters:contractionspeci-
fies the shrinking orthogonally to the axis, andprotru-
sionspecifies movement along the axis in either direc-
tion, so the lips can even be “tucked in”.

Protrusion gradient: to accommodate for the non-
homogeneous contraction of the orbicularis oris,
we allow the fibers of a sphincter to protrude by
different amounts. The outer part of the sphincter
protrudes very little since around the mouth this part is
constrained by other muscles and attachments to skin
tissue, while the inner part takes on the full protrusion
value specified, reflecting the freedom of movement at
the lips. Between the extremes we linearly interpolate
the protrusion value.

Constraint resolution: our original muscle model already
handles merging of muscles in a simple manner: the
position of the control points in the merged area of
two muscles is a weighted average of the individually
computed positions of contracted control points. This
local mechanism of making muscles “stick together”
has been extended by linking the connection points
among each other by simplified springs with a rest
length and a stiffness. After resolving constraints lo-
cally, the changes to the node positions induce changes



in the lengths of these springs. We now directly com-
pute new point positions from the distortion of the
springs and their stiffness values over a few iterations,
thus distributing the original displacements among the
connected nodes. The number of iterations depends
on the maximum distance of nodes in the connection
graph. Typically, three or four iterations are sufficient.

In addition to these general changes to our muscle sim-
ulation model, we have split the orbicularis oris into two
parts for the upper and lower lip. This allows for indepen-
dent specification of contraction and protrusion values. Fig-
ure 6 shows some postures of the orbicularis oris that can be
achieved with our improved model.

5.2. Speech Synchronization

A crucial point in speech synchronization is the provi-
sion forcoarticulation. This term refers to the influence of
the surrounding segments of a phoneme onto the vocal tract
shape. For instance, the /k/ in ‘coin’ and the /k/ in ‘cow’ are
quite distinct. In ‘coin’, the lip rounding for the /ci/ does not
begin with the ‘o’ but already with the ‘c’, whereas the /af/
in ‘cow’ does not affect the shape of the lips for the ‘c’.
The influencing phonemes may be as many as seven seg-
ments apart [1] and may even be separated by syllable or
word boundaries [2]. This interlocking of phonemes blurs
the acoustic segment boundaries to such an extent that it is
impossible to tell exactly where one segment begins and the
previous one ends.

Our speech synchronization is based on the approach of
COHEN and MASSARO [6], which has also been used re-
cently for the visual speech component of the talking face
in the CSLU toolkit [7]. This toolkit was designed to as-
sist teachers of profoundly deaf children with their daily
lessons. For example by watching the artificial head pro-
nounce a sentence, the children can improve their own pro-
nunciation.

The lip synch method in [6] requires as input the tran-
scription of an audio file, where the transcription contains
both the phonemes and the corresponding timing informa-
tion. In our system, we obtain the segmentation of the ut-
terances from the ESPS signal processing package [8] and
encode the labeling using the TIMIT database notation [9].

Coarticulation is modeled using dominance functions.
They describe the influence of a speech segment on the
vocal tract shape over time. In the original linguistic the-
ory [22], each segment has a different dominance over ev-
ery articulator. The approach in [6] uses facial parameters
such as, for instance, lip protrusion to model the articula-
tors. In our physics-based muscle model, we use muscle
contraction and protrusion parameters for five decisive mus-
cles around the mouth plus the jaw rotation angle instead
of a direct parameterization. Each of these parameters is

Figure 8. Snapshot of the mouth forming a / ð/
as it is pronounced in the English word ‘the’.
The tip of the tongue touches the bottom of
the upper teeth.

controlled by an individual function that is computed as a
weighted average of the dominance functions over all seg-
ments multiplied with the targets of the according muscle
(or jaw rotation) for each phoneme. The target of a mus-
cle for a certain phoneme is given by the contraction and/or
protrusion the muscle should take on if the phoneme was
pronounced isolatedly. As in natural speech, the targets are
hardly ever fully reached. Dominance functions of nearby
segments may overlap, leading to an overlapping of the cor-
responding speech gestures, which in turn leads to coartic-
ulation.

The time available for tightening and relaxation of mus-
cle contraction also determines the amount of the contrac-
tion: in fast speech there is more coarticulation than in slow
speech. This is reflected by a larger overlap of the domi-
nance functions in fast speech and hence of the speech ges-
tures themselves. By varying the dominance functions, dif-
ferent ways of coarticulation can be simulated.

Figure 7 shows the articulation of some phonemes as
produced by our muscle model and associated contraction
values. In Figure 8, the position of the tongue during the
pronunciation of a /ð/ is depicted.

5.3. Asynchronous Simulation and Rendering

Our facial animation system efficiently exploits dual pro-
cessor systems by using individual threads for the physics-
based simulation and the rendering of an animation, see also



Figure 7. Snapshots showing mouth articulation. Left to right: neutral pose, /f/, /i/, / c/, /u/. Note how
upper and lower lip move independently and are able to not only contract, but protrude or retract.

Figure 1. In our implementation we use thepthreads li-
brary as an interface to the POSIX thread model.

The simulation threadis controlled by muscle parame-
ters from an animation script or from user interaction. An
animation script can be automatically generated in a speech
analysis preprocessing step (cf. Section 5.2). During the
simulation, the equations of motion for a mass-spring sys-
tem are numerically integrated through time using an ex-
plicit forward integration scheme. The structure of the
mass-spring system is described in detail in [15]. After a
simulation step has been computed, the resulting displace-
ments of the face mesh vertices are stored in akey frame
entry in a ring buffer. In addition, the current animation
parameters of our facial components (see Section 4.1) are
stored in the same key frame. The time steps of the simu-
lation need not be constant, but can be adapted to the needs
of speech synchronization. To ensure a temporally undis-
torted rendering of irregularly distributed key frames, the
time stampti of each simulation step (measured in wall-
clock time) is also stored within the associated key frame
fi.

The rendering threadreads and interpolates key frames
from the ring buffer and renders the face model according
to the interpolated animation and displacement parameters.
Depending on the “temporal distance”ti+1 − ti between
two successive key framesfi andfi+1, we typically gener-
ate three to ten interpolated frames from the two key frames.
The blending factorαR, which is used to generate the inter-
polated framefR = αRfi+(1−αR)fi+1, is computed from
the time stamps of the key frames involved and the render-
ing timetR (ti ≤ tR ≤ ti+1): αR = (ti+1−tR)/(ti+1−ti).
If tR becomes larger thanti+1, the key framefi is dis-
carded and the new key framefi+2 is read from the ring
buffer. Now the interpolation takes place betweenfi+1 and
fi+2, accordingly. The rendering timetR is also measured
in wall-clock time, but shifted by a certain delay to the sim-
ulation time. The amount of the delay depends on the time
the simulation thread needs to compute the first two key
frames of the animation.

To enhance performance, we do not use any locking
mechanism for the ring buffer access. However, we must
make sure that neither the rendering threadR tries to read
a key frame that has not yet been written by the simulation
threadS, nor thatS overwrites a key frame that has not
yet been read byR. This is accomplished by using a FIFO
buffer b with mutual access and one additional variablev
that is locked by a mutex. WheneverS has finished writ-
ing a new key frame, the index of that key frame (modulo
the size of the ring buffer) is stored in the FIFO bufferb.
If R needs to read a new key frame from the ring buffer,
the respective index is read fromb. This read call blocks
if b is empty. On the other hand,R stores the index of the
older key frame that is currently used in the variablev. Be-
fore writing to the ring buffer,S checks the content ofv. If
the indexj of the new key frame is equal tov, writing is
delayed untilv > j.

Our ring buffer access mechanism performs very well
on dual processor operating platforms for a ring buffer size
of about 10–20 key frames. Neither the simulation thread
nor the rendering thread had to wait for ring buffer access.
Giving S a competitive edge of about half the size of the
ring buffer minimizes the probability of blocking.

5.4. Randomized Animation Parameters

To achieve a more lifelike appearance of the virtual head,
we included eye blinking and small random head move-
ments into the animation. To this effect, the animation
thread generates different scalar-valued noise functions that
can be applied to animation parameters. We have used
a function producing peaks in a randomized time interval
which is applied to eyelid closure. Sine wave functions of
different period and with randomized amplitude are applied
to head rotation around thex-, y-, andz-axis. These effects
add greatly to the realism of the animation by making the
head appear much less static.



6. Results and Conclusion

We have presented a system for facial modeling and an-
imation, which aims at the generation of high-quality mod-
els and animation with as little effort as possible. Our sys-
tem includes several tools that facilitate mesh processing,
texture registration, and assembling of skin, skull, muscles,
and facial components (see Figure 2).

Table 1 shows how much time we typically spent on di-
verse preprocessing activities on the way from data acqui-
sition to the final animatable head model. The acquisition
and processing of range data takes considerable time and
effort, mostly due to missing data that can’t be obtained by
the scanner. In particular, the ears are a problem as well
as the inner part of the lips. Although mesh decimation re-
sults in a usable approximation of the input data, there is
not enough control over the topology of the resulting mesh.
This can lead to artifacts in the animation due to asymme-
tries between the left and right side of the face mesh and
misalignment of the triangle edges. We are thus investigat-
ing fitting a previously modeled, generic head directly to the
range scan data. Subdivision surfaces can be used to achieve
adaptive resolution with well-known mesh topology.

Another step in the construction of the head model that
introduces some manual work is registration of textures,
which we would like to be fully automated. Also, mod-
eling and rendering of hair needs to be included. Though
typically no data for the hair-covered parts of the head can
be obtained from range scanning devices, we are confident
that geometry and texture of the haircut can be extracted
from the acquired photographs.

In the context of speech synchronization, we found that
the approach of COHEN and MASSARO[6] was straightfor-
ward to be adapted to our muscle-based model. Once the
parameters of the dominance function and the target con-
traction parameters of each muscle have been interactively
assigned to every phoneme, key frames for an animation
synchronized to a labeled speech signal can be generated
automatically. No video taping of the speakers and no neu-
ral network training is required.

The rendering performance of our system achieves real-
time frame rates of about 50–60 fps on a dual processor Pen-
tium III Linux-PC (2x 800 MHz) with a GeForce 2 graphics
board. On a 1 GHz single processor PC, we obtain frame
rates of about 30–35 fps.
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